Big Data Mining by L2 SVMs - Geometrical Insights Help

Abstract: The seminar will introduce a novel learning algorithm for the class of L2 Support Vector Machines classifier dubbed Direct L2 SVM (DL2 SVM). The proposed comprehensive DL2 SVM algorithm avoids solving the QP problem and yet, it produces both the exact and the same results as the classic QP based solution in a significantly shorter CPU time. The connections between various (L2 & L1) SVM algorithms will be highlighted and some geometric properties of the DL2 SVM will be pointed at. All the other known L2 based SVMs can be looked at as the special cases of DL2 SVM. The DL2 SVM algorithm is based on solving the non-negative least squares problem which, in a striking difference to both the LS SVM and proximal SVM, is able to produce sparse solutions. The novel algorithm is a comprehensive in the sense that many other known algorithms can be looked at as the special cases of the DL2 SVM. The primary belief about the DL2 SVM is that it will be very suitable for solving classification (and regression) tasks for ultra large datasets, and this is where the "Big data" in the title is coming from. The claim is based on the fact that the matrix involved in NNLS is positive definite and that NNLS can be efficiently resolved by using Cholesky updating algorithm. In addition, it seems that the DL2 SVM will be very suitable algorithm for parallelization and, thus, for the use on the prevailing multicore computers and servers today.
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